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Although distinctive neural and physiological states are suggested to underlie the six basic emotions, basic emotions are often
indistinguishable from functional magnetic resonance imaging (fMRI) voxelwise activation (VA) patterns. Here, we hypothesize
that functional connectivity (FC) patterns across brain regions may contain emotion-representation information beyond VA
patterns. We collected whole-brain fMRI data while human participants viewed pictures of faces expressing one of the six basic
emotions (i.e., anger, disgust, fear, happiness, sadness, and surprise) or showing neutral expressions. We obtained FC patterns for
each emotion across brain regions over the whole brain and applied multivariate pattern decoding to decode emotions in the FC
pattern representation space. Our results showed that the whole-brain FC patterns successfully classified not only the six basic
emotions from neutral expressions but also each basic emotion from other emotions. An emotion-representation network for each
basic emotion that spanned beyond the classical brain regions for emotion processing was identified. Finally, we demonstrated
that within the same brain regions, FC-based decoding consistently performed better than VA-based decoding. Taken together,
our findings revealed that FC patterns contained emotional information and advocated for paying further attention to the
contribution of FCs to emotion processing.
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INTRODUCTION

How emotions are represented in the human brain has re-
mained a central question in affective science (Chen et al.,
2021; Fang and Hu, 2021; Giordano et al., 2021). Categorical
emotion models have suggested a set of basic emotions (e.g.,
anger, disgust, fear, happiness, sadness, and surprise), each
with discrete, dedicated neural circuitry and supporting dif-

ferent survival functions (Ekman, 1992; Wang et al., 2019).
In support of this conjecture, neuropsychological and neu-
roimaging studies have revealed that different brain regions
are selectively involved in processing specific basic emo-
tions, such as the amygdala for fear (Barrett et al., 2007), the
insula for disgust (Wicker et al., 2003), and the right superior
temporal gyrus for happiness (Vytal and Hamann, 2010).
However, previous studies failed to establish distinctive
neural representations within or across brain regions that
differentiate the six basic emotions (Kragel and LaBar, 2016;
Murphy et al., 2003). In recent years, accumulating evidence
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indicates that functional interactions across brain regions
may contain more robust representations of cognitive func-
tions than voxelwise activation (VA) in single regions (An-
zellotti and Coutanche, 2018; Ito et al., 2020; Song et al.,
2020; Zhang et al., 2021). Considering that emotion pro-
cessing is intertwined with complicated cognitive processes
including perception, motivation, and attention, it is rea-
sonable to speculate that representations of basic emotions
may be supported by large-scale functional connectivity
(FC) networks in the brain (Kragel and LaBar, 2016).
Brain imaging researchers have applied multivariate pat-

tern analysis (MVPA) to decode emotions from brain activity
patterns to characterize emotion representations (Saarimäki
et al., 2018; Tu et al., 2021; Wu et al., 2020). MVPA de-
coding models treat measured brain responses as a set of
pattern vectors in a high-dimensional vector space. The
multivariate patterns that most previous studies used for
analysis are VA patterns within single brain regions, which
has revealed that discrete distributed activity patterns in
cortical regions, such as the temporal (Zhang et al., 2016)
and somatomotor regions (Saarimäki et al., 2016; Saarimäki
et al., 2018), as well as the subcortical regions, such as the
amygdala and thalamus, underlie different basic emotions.
Recent studies have further demonstrated that applying VA
patterns aggregated from multiple brain regions has higher
emotion decoding performance than applying VA patterns in
any single region (Saarimäki et al., 2016; Saarimäki et al.,
2018). However, whether the superior decoding performance
results from the increased emotion representation informa-
tion provided by the aggregated brain regions or is simply
due to the increased number of functional magnetic re-
sonance imaging (fMRI) voxels is unclear. Notably, neural
representations in different brain regions were treated in-
dependently regardless of whether VA-based MVPA was
performed on single or multiple regions of interest. In other
words, the information contained in the functional interac-
tions across regions was overlooked in traditional VA-based
MVPA (Naselaris et al., 2011).
In contrast to VA-based MVPA, FC-based MVPA uses FC

across brain regions as multivariate patterns under the as-
sumption that different brain regions are interdependent
during cognitive processing. Although FC-based MVPA is
still at its beginning stage, a few recent studies have im-
plicated the neural representations of emotion category in-
formation in the FCs across brain regions (Palomero-
Gallagher and Amunts, 2022; Pessoa, 2018; Xu et al., 2021;
Zhang et al., 2019). For example, Zhang et al. performed
inter-regional FC decoding on four basic emotions and
identified distinctive FC patterns for different emotions that
extended beyond the conventional amygdala circuits (Zhang
et al., 2019). By using FC-based MVPA, Liang et al. (Liang
et al., 2018) and Saarimäki et al. (Saarimäki et al., 2022)
successfully decoded six basic emotions from visual and

auditory stimuli above the chance level. Furthermore, Pan-
tazatos et al. demonstrated that FC-based decoding per-
formed better than VA-based decoding across multiple
discrete brain regions in the classification of fearful faces
from neutral faces (Pantazatos et al., 2012). Thus far, most of
these studies have focused on a limited set of priori-defined
regions of interest and a subset of basic emotion categories.
No systematic study has been conducted to explore the
contribution of FCs to each basic emotion.
The goal of the present study is threefold. First, we aim to

provide an MVPA pipeline for emotion classification by
using FC patterns over the whole brain. Second, given the
growing evidence that FCs between brain regions beyond the
traditional emotion-selective and face-selective regions are
involved in emotion representation, we aim to identify large-
scale emotion-representation networks of individual basic
emotions. Third, we test whether FCs provide additional
information relative to VAs in emotion representation. To
achieve these goals, this study performed MVPA over
whole-brain FC patterns to identify the brain regions and
networks representing different basic emotions. In a block-
design experiment, participants underwent fMRI scanning
while watching pictures of faces expressing the six basic
emotions or showing neutral expressions. FC patterns were
constructed from 112 brain nodes derived from the Harvard-
Oxford atlas (Desikan et al., 2006), a whole-brain functional
parcellation that has been used to explore neural networks for
emotion processing (Liang et al., 2018), by using a sliding-
window technique for each emotion. MVPA implemented by
the Random Forest (RF) model was performed on FC pat-
terns to classify the six basic emotions from neutral ex-
pressions and to classify each emotion from others.

RESULTS

FC-based decoding of six basic emotions

We constructed 85 (from the 20 s block design) or 61 (from
the 24 s block design) FC samples for each emotion in-
dependently for the training and test sets. A binary classifier
was used to decode one of the six basic emotions from
neutral expressions (Figure 1A), and a seven-category clas-
sifier was utilized to decode the seven emotions (six basic
emotions plus the neutral expression) (Figure 1B). As shown
in Figure 1A, the binary decoding accuracies across all
participants were significantly higher than the chance level
(50%) for all the six basic emotions (anger, t[11]=7.57,
P<0.001, Cohen’s d=2.19; disgust, t[11]=11.29, P<0.001,
Cohen’s d=3.26; fear, t[11]=10.41, P<0.001, Cohen’s
d=3.00; happiness, t[11]=5.58, P<0.001, Cohen’s d=1.61;
sadness, t[11]=7.31, P<0.001, Cohen’s d=2.11; surprise,
t[11]=7.80, P<0.001, Cohen’s d=2.25). The decoding accu-
racy of the seven-category classifier was 28.16%, which was
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also significantly higher (t[11]=10.00, P<0.001, Cohen’s
d=2.89) than the chance level (14.29%). Therefore, the
whole-brain FC patterns contain information that can clas-
sify the seven emotions.

Major contributing FCs in basic emotion decoding

Next, we evaluated the contribution of the FCs to the clas-
sification of each basic emotion from neutral expressions.
The emotion classifier generated a weight value for each FC
during emotion classification. For evaluating the contribu-
tion of FC, we calculated the mean weight value for each FC
and each emotion across all participants; this index has been
used as the screening criteria for category classification
(Wang et al., 2016). Then, we combined the FC weight va-
lues between brain nodes to constitute a representation net-
work for each emotion. Figure 2 shows that the emotion-
representation networks varied greatly across the six basic
emotions. For example, in comparison with other basic
emotions, the recognition of fearful expression (Figure 2C)
recruited FCs between the limbic system (and especially the
amygdala) and other brain regions; this result is in line with
the critical role of the amygdala in fear perception (Adolphs,
2008; Pessoa and Adolphs, 2010). The six emotion-re-
presentation networks also showed commonalities. They
commonly recruited areas for visual processing (e.g., the
occipital pole), face processing (e.g., the fusiform gyrus),
emotion processing (e.g., the limbic regions), and the con-
junction (e.g., the supramarginal area).

Major contributing brain regions in FC-based decoding

The brain network has been demonstrated to be a small-
world structure that is characterized by a combination of
dense local connections and critical long-distance connec-
tions (Liu et al., 2018b; Stam and van Straaten, 2012).

Therefore, only a few densely connected brain regions may
be critical for representing basic emotions. We searched for
brain nodes showing the densest connections with other
brain nodes in emotion decoding to identify these brain re-
gions. Specifically, we calculated the mean weight values
across all participants for all FCs of each brain node and
binarized them (for FC weight<0.001, we set the weight to 0;
for FC weight≥0.001, we set the weight to 1). The con-
tribution of each node to emotion classification in the FC-
based decoding was quantified as the sum of the weight
values of that node with all other nodes. The top 10 nodes
with the greatest contribution to each basic emotion are listed
in Table 1. We found that the brain nodes contributing to all
six emotions were mainly in the fusiform gyrus and the oc-
cipital pole, reflecting their significance in face perception.
In addition, unique brain regions were identified for the re-
presentation of individual emotions. For example, FCs from
the right amygdala contributed the most to fear vs. neutral
classification, reflecting that the amygdala is the central
brain region for fear processing. To further display the most
contributing brain regions, we applied the BrainNet view
tool to project the top 10 contributing brain nodes onto the
brain. As shown in Figure 3, the contributing brain nodes
were mainly located in the occipital and temporal lobes.

Optimal number of brain regions for FC-based decoding

We compared the FC-based decoding accuracies obtained by
using different numbers of brain nodes to identify the opti-
mal number of brain regions for basic emotion decoding. As
illustrated above, brain nodes showing the densest FCs in the
whole brain were considered to have the highest contribution
to emotion decoding. We ranked the 112 brain nodes in ac-
cordance with their contributions and used FC patterns from
the 5, 10, 30, 50, 70, 90, and 112 brain nodes with the highest
contributions to decode emotions. We found that the de-
coding accuracies varied significantly across different
numbers of nodes for all emotions. Specifically, a 6 (number
of emotions)×7 (number of nodes) repeated measures AN-
OVA showed a significant main effect of the number of
nodes (F[6,66]=5.31, P<0.001, η2=0.33). However, the in-
teraction effect was not significant (F[30,330]=0.72,
P=0.859, η2=0.06). Interestingly, increasing the number of
nodes did not necessarily improve the decoding perfor-
mance. Instead, while the decoding accuracies increased at
least marginally significantly from the 5 to 10 most con-
tributing nodes for all the six emotions (Figure 4, anger: t[11]=
2.43, P=0.033, Cohen’s d=0.70; disgust: t[11]=2.37,
P=0.037, Cohen’s d=0.68; fear: t[11]=2.52, P=0.029, Co-
hen’s d=0.73; happiness: t[11]=3.52, P=0.005, Cohen’s
d=1.02; sadness: t[11]=2.19, P=0.051, Cohen’s d=0.63;
surprise: t[11]=2.02, P=0.069, Cohen’s d=0.58), and the
accuracy decreased when additional nodes were included.

Figure 1 Accuracies of emotion decoding by using FC patterns. A, Ac-
curacies of binary decoding classifying each of the six basic emotions from
neutral expressions. B, Accuracy of classifying the seven emotions from
each other. Error bars denote SEMs; ***, P<0.001 (two-tailed t-tests).
Dotted lines denote the chance level.
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Figure 2 Emotion-representation networks of each basic emotion. FC patterns contributing to the classification of anger (A), disgust (B), fear (C),
happiness (D), sadness (E), and surprise (F) from neutral expressions are shown by lines connecting different brain nodes (denoted by circles). Nodes
belonging to the same brain region are shown in the same color. Each node is labeled with a number. Information for the labeling can be found in Table S1 in
Supporting Information.
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This pattern was consistently observed for the six emotions
and was most evident in the happiness vs. neutral decoding
(10 vs. 30, t[11]=2.71, P=0.021, Cohen’s d=0.78; 10 vs. 50,
t[11]=2.28, P=0.044, Cohen’s d=0.66; 10 vs. 70, t[11]=2.48,
P=0.030, Cohen’s d=0.72; 10 vs. 90, t[11]=2.41, P=0.041,
Cohen’s d=0.67; 10 vs. 112, t[11]=2.18, P=0.052, Cohen’s
d=0.63). These results indicated that FC patterns with a re-
latively small number of nodes contain critical emotional
information.

Comparison between FC-based and VA-based decoding

While previous MVPA studies using VA-based decoding
often failed to decode basic emotions, our FC-based decod-
ing achieved high decoding accuracies. However, in contrast
to previous studies using VA information only within a single
brain node, our combination of multiple nodes in FC patterns

utilized not only FCs but also included additional VA in-
formation in the decoding model. Therefore, whether our
high FC-based decoding accuracies resulted from the addi-
tional VA information from multiple brain regions or the
additional information contained in FCs is unclear. We per-
formed FC-based and VA-based MVPAs with the same
combination of brain nodes, thus matching the amount of
information in the two MVPA models, to address this issue.
Then, we compared the decoding accuracies from FC-based
decoding with those from VA-based decoding.
The FC-based decoding accuracies of the 112 nodes

(Ps<0.01, Bonferroni corrected) and the VA-based decoding
accuracies of the 112 combined nodes (Ps<0.01, Bonferroni
corrected) were consistently significantly above the chance
level (Figure 5). Moreover, the decoding accuracies obtained
by using FC patterns were significantly higher than those
obtained by using VA patterns (Figure 5A, anger: t[11]=2.74,

Table 1 Top 10 brain regions with the highest contributions to emotion decoding

Emotions Nodes Emotions Nodes

Anger

Temporal occipital fusiform (R),

Happiness

Frontal medial cortex (L),

occipital fusiform gyrus (R), subcallosal cortex (R),

heschl’s gyrus (R), putamen (R),

inferior temporal gyrus (R), superior temporal gyrus (R),

supracalcarine cortex (R), planum temporale (R),

putamen (R), intracalcarine cortex (R),

intracalcarine cortex (R), parahippocampal gyrus (R),

cuneal cortex (R), occipital fusiform gyrus (R),

occipital pole (L), supracalcarine cortex (R),

occipital pole (R) occipital pole (R)

Disgust

Subcallosal cortex (L),

Sadness

Inferior frontal gyrus (R),

occipital pole (R), intracalcarine cortex (R),

inferior temporal gyrus (L), frontal medial cortex (L),

lateral occipital cortex (R), frontal medial cortex (R),

lingual gyrus (R), heschls gyrus (L),

supramarginal gyrus (R), central opercular cortex (L),

lateral occipital cortex (L), supracalcarine cortex (R),

occipital fusiform gyrus (L), occipital fusiform gyrus (R),

inferior frontal gyrus (L), occipital pole (L),

occipital pole (L) occipital pole (R)

Fear

Amygdala (R),

Surprise

Supracalcarine cortex (L),

occipital fusiform gyrus (R), brain-stem (L),

inferior temporal gyrust (L), intracalcarine cortex (R),

parietal operculum cortex (L), occipital fusiform gyrus (R),

supracalcarine cortex (R), planum temporale (R),

putamen (R), inferior frontal gyrus (R),

superior temporal gyrus (L), superior temporal gyrus (L),

occipital pole (L), occipital pole (L),

cuneal cortex (R), supracalcarine cortex (R),

occipital pole (R) occipital pole (R)
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P=0.019, Cohen’s d=0.79; disgust: t[11]=6.90, P<0.001,
Cohen’s d=1.99; fear: t[11]=6.89, P<0.001, Cohen’s d=1.99;
happiness: t[11]=2.95, P=0.013, Cohen’s d=0.85; sadness:
t[11]=3.63, P=0.004, Cohen’s d=1.05; surprise: t[11]=4.51,
P<0.001, Cohen’s d=1.30). Next, we applied the same ana-

lysis to the top 10 nodes with the highest contributions.
Replicating the whole-brain-analysis results, Figure 5B re-
vealed that the FC-based decoding accuracies were sig-
nificantly higher than the VA-based decoding accuracies
(Figure 5B, anger: t[11]=5.72, P<0.001, Cohen’s d=1.65;

Figure 3 Distributions of the top 10 contributing brain nodes for each basic emotion. The top 10 nodes are depicted in different colors, as illustrated at the
bottom of the figure.

Figure 4 Effect of node number on decoding accuracy. Decoding accuracies peak at approximately ten nodes. Including additional brain regions does not
increase FC-based decoding accuracies. #, P<0.07; *, P<0.05; **, P<0.01 (two-tailed t-tests). Error bars represent SEMs.
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disgust: t[11]=3.71, P=0.003, Cohen’s d=1.07; fear: t[11]=
6.81, P<0.001, Cohen’s d=1.96; happiness: t[11]=5.16,
P<0.001, Cohen’s d=1.49; sadness: t[11]=6.66, P<0.001,
Cohen’s d=1.92; surprise: t[11]=5.01, P<0.001, Cohen’s
d=1.45). Interestingly, only the VA-based decoding accuracy
for anger (but not the other emotions) was significantly
above the chance level (t[11]=16.32, P<0.001, Cohen’s
d=4.71). Overall, the FC patterns showed superior decoding
performance to the VA patterns.

DISCUSSION

Our FC-based decoding method, which uses a sliding win-
dow technique and the RF model, classifies the six basic
emotions from each other and classifies each basic emotion
from neutral expressions with high accuracy, thus providing
an effective decoding pipeline for emotion classification.
Furthermore, this method identifies the emotion-representa-
tion network and the major contributing brain regions for
each basic emotion. These networks not only contain clas-
sical brain regions for basic emotion representations but also
reveal previously overlooked emotion-representation re-
gions. Finally, our results add to the recently growing body
of evidence that FC patterns contain more useful information

for emotion decoding than VA patterns (Hutchison et al.,
2013; Wong et al., 2021).
Most MVPA studies have used VA patterns of single or

across multiple brain regions to classify emotions (Liang et
al., 2017; Liang and Liu, 2020; Saarimäki et al., 2022). The
critical finding that multiregion decoding outperforms sin-
gle-region decoding has been used to attribute the con-
tribution of functional interactions across brain regions to
decoding performance (Saarimäki et al., 2022). However,
this claim is not necessarily true because combining multiple
brain regions simply introduces more voxelwise information
than a single region. A few studies using FC-based decoding
have shown the successful classification of emotions, thus
providing preliminary evidence that FCs contain emotion
category information (Liang et al., 2018; Palomero-Galla-
gher and Amunts, 2022). Here, we demonstrated the suc-
cessful decoding of the six basic emotions from whole-brain
FC patterns. Moreover, we directly compared the decoding
performance based on the FC patterns of a selected set of
brain nodes with that based on VA patterns in the same
combined nodes to test whether the successful decoding
from FC patterns resulted from the inclusion of additional
voxels in the decoding model. We demonstrated that despite
having the same amount of voxelwise information, FC-based
decoding outperformed VA decoding. Therefore, FC patterns
contain additional discriminant information for emotion ca-
tegories (Pantazatos et al., 2012).
The high emotion classification accuracy obtained from

FC patterns may benefit from several manipulations. First,
we concatenated stimulus blocks and adopted a sliding
window technique to construct FC patterns for each emotion.
FCs computed from the concatenated same emotion blocks
across different runs reflect the processing of a given emo-
tion better than FCs from a single block (Henriksson et al.,
2015; Liu et al., 2018a) and provide an increased number of
time points for prediction (Cole et al., 2021). Second, we
adopted the RF model, an ensemble classifier that has been
suggested to boost decoding accuracy (Denisko and Hoff-
man, 2018). Third, we constructed FC patterns from whole-
brain regions and then identified the contribution of in-
dividual brain regions based on a small network.
The emotion-representation networks contain face-selec-

tive and conventional emotion-selective brain regions.
Considerable attention has been paid to the role of face-
selective areas in classifying facial expression-based emo-
tions by using VA-based decoding (Liang et al., 2017). In
line with previous findings, we found that face-selective
regions, including the occipital pole and the fusiform gyrus,
were involved in representing all the six basic emotions
(Figure 2 and Table 1). Likewise, emotion-selective regions
selectively discriminated their corresponding emotions. For
example, the right amygdala ranked first in the contribution
to the decoding of fear, which is consistent with the key role

Figure 5 Comparison of FC-based decoding and VA-based decoding. A,
FC patterns among all 112 nodes show higher decoding accuracies than the
VA patterns from the combination of these nodes consistently for the six
basic emotions. B, FC patterns of the top 10 contributing nodes consistently
show higher decoding accuracies than the VA patterns of the top 10 con-
tributing nodes for the six basic emotions. **, P<0.01, ***, P<0.001 (two-
tailed t-tests). Error bars represent SEMs.
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of the amygdala in fear processing (Adolphs, 2008). Brain
regions whose FCs with the amygdala discriminated fearful
from neutral faces were mainly located in the visual pathway,
including the middle temporal gyrus, inferior temporal
gyrus, parahippocampal gyrus, lateral occipital cortex, and
occipital cortex. Fear vs. neutral discrimination also relies on
the FC between the amygdala and inferior frontal gyrus,
which has been shown to be involved in emotional regulation
(Cha et al., 2016). We found that FCs between the putamen
and the superior temporal gyrus play a key role in the de-
coding of happiness. Discriminating happiness from neutral
expressions also relies heavily on FCs between the putamen
and frontal regions, including the superior frontal gyrus,
middle frontal gyrus, and frontal operculum cortex. These
findings are consistent with the results of previous models
and meta-analyses that separately identified these regions as
the primary neural substrates for processing happy emotion
(Ceravolo et al., 2021; Vytal and Hamann, 2010; Wang et al.,
2014; Zhang et al., 2016).
The emotion-representation networks include additional

brain regions beyond the conventional face-selective and
emotion-selective regions for the representation of each ba-
sic emotion. Some of the top 10 contributing brain nodes in
our results, including the supramarginal gyrus, cuneal cortex,
frontal medial cortex, supracalcarine cortex, and helschl’s
gyrus, have rarely been claimed to contribute to emotion or
face representations. These new brain regions provide evi-
dence that different brain networks underlie the six basic
emotions. However, because their contribution was derived
from functional interactions with other brain regions, we
should be careful about speculating the function of these
brain regions per se. One interesting finding is that including
FC patterns from additional brain nodes did not necessarily
improve decoding performance. In this work, the decoding
accuracies for all the six basic emotions peaked when the ten
nodes with the highest contributions were used. Pantazatos et
al. compared the FC-based decoding accuracy for sub-
conscious fear vs. neutral classification across different
numbers of brain regions and found a similar trend wherein
classification accuracy peaked at approximately 25 brain
regions (Pantazatos et al., 2012). These findings indicated
that a relatively small number of brain regions contain cri-
tical information for emotion classification.
This study has some limitations. First, the decoding model

only describes the data structure for different basic emotions;
it does not provide a causal explanation for the representa-
tions of the basic emotions or a prediction for the re-
presentation of other emotions (Shmueli, 2010). Second,
while our findings provide support for the categorical model
of emotion processing, they do not exclude other frame-
works, such as dimensional theories (Hamann, 2012) and
mixed emotions (Hu et al., 2019), which suggest that emo-
tions arise from the combinations of fundamental dimen-

sions, including arousal and valence or positive and negative
activation. How such emotional dimensions are represented
in the brain remains unclear. Third, given that all participants
in this study are Chinese, emotion perception from faces in
the NimStim dataset may suffer from the influence of cul-
tural differences. However, this influence should be small
given the very similar emotion recognition performance on
faces from the NimStim dataset and Chinese faces at the
behavioral level (Wang et al., 2019). Fourth, despite
achieving good decoding results, the effectiveness of the
sliding window technique is affected by the window length
and step length, and we only took into account the time-
invariant information in the present model. Such an approach
may limit decoding performance. Future studies may benefit
from considering the dynamic information contained by FC
patterns. Finally, the relatively small sample size of 12 par-
ticipants may be argued to limit the reproducibility of the
present findings using independent or large samples. This is
unlikely. In fact, the decoding results are remarkably con-
sistent across participants, as shown by the small SEMs
across participants (all being less than 5) and the high sig-
nificance level of the decoding accuracies (two-tailed t-test:
P<0.001). Furthermore, the sample size of this work is
comparable with that of previous studies (Szucs and Ioan-
nidis, 2020).

CONCLUSION

By leveraging the sliding window technique and the RF
model, this study provides evidence that FC patterns contain
the representational information of basic emotions. Our re-
sults highlight that emotion decoding from FC patterns is
superior to that from VA patterns in combined brain regions.
Overall, this study suggests a potential mechanism that em-
ploys the interactions between distributed brain regions for
facial expression recognition. Future studies may obtain
additional information on emotion representations by
studying FC patterns.

MATERIALS AND METHODS

Participants

Thirteen healthy participants (eight females; aged 18–24)
were recruited from Peking University, China. One partici-
pant was excluded due to excessive head movements. All
participants were right-handed, had a normal or corrected-to-
normal vision, and had no past neurological or psychiatric
history. They provided informed consent in accordance with
the protocol approved by the human subject review com-
mittee of Peking University.
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Stimuli

Stimuli were face images selected from the NimStim dataset
(Tottenham et al., 2009). The faces belonged to 24 different
individuals (12 males and 12 females), and each individual
expressed the six basic emotions (i.e., anger, disgust, fear,
happiness, sadness, and surprise) and a neutral expression
(Wang et al., 2019). All face images were cropped with an
oval region to exclude most of the hair and background,
converted into grayscale, and normalized to have equivalent
sizes, luminances, and RMS contrasts beforehand. They
were presented on a gray background (luminance:
12.5 cd m−2). The images were back-projected by using a
video projector (refresh rate: 60 Hz; spatial resolution:
1024×768) onto a translucent screen placed inside the
scanner bore. The participants viewed the stimuli through a
mirror located above their eyes. The images subtended a
visual angle of 8°×6.3°.

Experimental procedure

The experiment was completed in 2 days. Each daily session
consisted of 10 (for 10 participants) or eight (for two parti-
cipants) runs. A block design was used (Figure 1A left). Each
run contained seven stimulus blocks, one for each emotion.
Each stimulus block was immediately followed by a blank
block with the same duration as the stimulus block. The
block duration was 20 s for 10 participants who completed
10 runs per session and 24 s for two participants who com-
pleted eight runs per session.
In each block, images of faces expressing one of the six

basic emotions or a neutral expression were presented se-
quentially on the screen, each for 0.8 s, followed by a 0.2 s
interval. A fixation cross was presented in the screen center
throughout the whole experiment. To avoid visual adaptation,
the center of the face images was located at a random location
within a circular region with a radius of 5° around the central
fixation. The center of each face image was displayed offset
by 2° relative to that of the preceding image. Participants
detected repeated faces while maintaining fixation. One to
three repetitions were randomly assigned to each block.

fMRI data acquisition

Whole-brain MRI data were collected by using a 3.0T Sie-
mens Prisma MRI scanner at the Center for MRI Research at
Peking University. A high-resolution simultaneous multi-
slice EPI sequence was used for functional scanning (64
horizontal slices; TR=2000 ms; TE=30 ms; flip angle=90°;
FOV=224×224 mm; matrix=112×112; slice thickness=
2 mm; slice gap=0.2 mm; GRAPPA factor=2; multiband
acceleration factor=2). A T1-weighted high-resolution 3D
structural dataset was acquired for each participant in each

session separately by using a 3D-MPRAGE sequence (voxel
size: 1 mm×1 mm×1 mm).

fMRI data preprocessing

The preprocessing of functional images, including realign-
ment, normalization, and smoothing, was performed by
using SPM8 (Welcome Department of Cognitive Neurology,
University College of London, London, UK) and the DPABI
toolbox (Yan et al., 2016). The fMRI images were aligned to
the first volume of the first scanning run. The images were
then normalized to the Montreal Neurological Institute
template and smoothed with a 4-mm full-width at half
maximum Gaussian kernel.

FC-based decoding

Our decoding of emotions from fMRI data can be described
by using the following formula:
f fMRI sequence t t k: _ ( ) , (1)1 2

where t1, t2 are two different time points, and k is the emotion
category of the faces viewed by the subject. This formula
maps the FC patterns between t1 and t2 to an emotion cate-
gory.

Sliding window
Sliding window analysis is one of the most frequently used
methods for investigating the various characteristics and
implications of FCs (Baczkowski et al., 2017; Jiang et al.,
2022). For the acquisition of FC patterns with increased in-
formativeness and stability (Liu et al., 2020; Zhuang et al.,
2020), we concatenated all TRs corresponding to the same
emotion to generate long fMRI time series (Pantazatos et al.,
2012) and utilized the sliding window technique to calculate
connectivity information (Figure 1B) (Baczkowski et al.,
2017). The number of sliding time windows is defined by the
formula:

W T w= ( ) + 1, (2)

where T is the total number of TRs, w is the window length,
and β is the step length.
The starting time point S for each window p is defined as

S p p W= 1 + ( 1) , = 1, … , , (3)p

and the ending time point E for each window p is defined as
E p w p W= ( 1) + , = 1, , . (4)p

Previous studies have demonstrated that the optimal slid-
ing window length to capture short-lived variations and
stable-state patterns from task-state fMRI data is approxi-
mately 1 min (Liu et al., 2020; Zhuang et al., 2020). Mean-
while, an offset of a single TR has been shown to be
sufficiently sensitive to detect state transitions and state
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durations (Shakil et al., 2016). Therefore, we set the window
length of the sliding window (w) to be 36 TRs and the step
length of the sliding window (β) to be one TR. As a result,W
was 85 and 61 for the two block lengths.

FC pattern space
The FC patterns for each emotion were estimated on the
basis of the correlations between brain nodes. The pair-wise
FC patterns are computed as

( )( )
( )( )y u y u

y u y u
=

( ) ( )
, (5)i j p w

s S

s E
i s i w j s j w

s S

s E
i s i w s S
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j s j w

, , ,
=

=
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2

=
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2
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p

p

where i, j denote the node indexes (which is between 1 and
112 based on the cortical and subcortical parcellation in
accordance with the Harvard-Oxford atlas), and ui w, is the
mean value of the time series within the sliding window w.
Thus, ρi,j,p,w is the FC value between the two nodes in a time
window.
The FC pattern matrix for each emotion is represented by

the following formula:
X = ( ) , (6)t

k
i j p w i j, , , ,

where i, j=1,…,112. Xt
k represents the FC pattern matrix for

the emotion category k at the time point t. Therefore, each FC
pattern matrix is a 112×112 symmetric connectivity matrix.
The entries of the lower left triangle of each FC pattern

matrix, which are the connectivity values among all 112
nodes, were linearized to construct the FC pattern sample
vector. The FC pattern sample is represented by xt

k:

{ }
{ }( )x linearly lowhalf X

linearly

=

= ( )

= ( , , … , , , … , ), (7)

t
k

t
k

i j i j i j, , ( > )

2,1 3,1 112,1 3,2 112,111

The FC pattern samples for each emotion were then pooled
together to yield the representation subspace for each cate-
gory:

{ }X x t n X= = 1, … , , , (8)k
t
k k k

where n is the number of FC pattern samples for the given
emotion category k, andΩk denotes their brain representation
space.

Classifier
Our decoding analysis was performed on FC patterns to
decode different emotions. We separately constructed train-
ing and test datasets for FC pattern samples (Figure 6D) as
follows:

{ }( )
{ }( )Train x k l n x X

Test x k q n x X

= , = 1, … , , ,

= , = 1, … , , ,
(9)

l l
k

q q
k

1

2

where xl, xq represent FC pattern samples, k denotes the
emotion category, and n1, n2 represent the sample numbers.
In our analysis, fMRI data from two scanning days were used
as the training and test datasets.
We introduced the RF model, an ensemble classifier, to

identify the FC patterns of different emotions. RF uses de-
cision trees to perform the recursive partitioning of the fea-
ture space to yield a decision boundary and can detect stable
distributed brain activation patterns (Langs et al., 2011). The
objective of building decision trees is to obtain a set of de-
cision rules that can be used to predict the category of a set of
input variables. At each decision node of a decision tree, the
CART algorithm was used to seek cut-off points by mini-
mizing the Gini value under the continuous variable func-
tion. The Gini value was computed by using the following
formula:

( ) ( )i x p k x p c x( ) = , (10)t
k c

t t

where k, c denote the emotion categories, and ( )p k xt is the
conditional probability of category k for the FC pattern
sample xt.
The training process of the decoding model was as follows:

(i) The FC samples were randomly selected from the training
pool to yield a small training set; (ii) an arbitrary number of q
attributes was randomly selected from the high-dimensional
feature attributes to train a decision tree classifier by using
the CART methodology; and (iii) an RF model containing N
classifiers was obtained by repeating the above process N
times. The emotion category was then voted by the N clas-
sifiers. The RF model was implemented by using sklearn on
Python 3.8 with the following parameters: boot_strap=true,
criterion=Gine value, max_feature=sqrt, min_i-
mpurity_decrease=0.0, min_sample_leaf=1, min_sam-
ples_split=2, n_estimators (N)=40, n_jobs=1.

VA-based decoding

VA-based decoding built the machine learning model based
on voxelwise activation patterns. We adopted the VA-based
decoding method with the same brain nodes as those used in
FC-based decoding to compare the decoding effects of the
FC-based decoding method with those of the VA-based de-
coding method.
First, 112 brain node masks were produced for each par-

ticipant in accordance with the Harvard-Oxford atlas:
W w w w= ( , , … , ), (11)1 2 112

where W represents the brain node mask set, and wi re-
presents the individual brain node mask.
The VA pattern in each brain node was obtained through an

element-by-element multiplication operation between the
preprocessed images and the corresponding brain mask:
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x w X= * , (12)v ii

where X represents fMRI time series data.
The VA pattern across different brain nodes (xv) can be

obtained from the following formula:
x x x x= ( , , … , ) , (13)v v v v

j  112j1 2

where i represents the brain node index.
These fMRI time series data were then reorganized into a

new matrix (M×N), whereM is the number of scans and N is
the number of selected voxels. Here, the selected voxels were
treated as features, and the volumes were treated as samples
in the MVPA model.
Second, we divided the fMRI data into two sets, namely,

the training and the test sets. Similar to that in the FC-based
decoding, fMRI data obtained from the two scanning days
were used as the training and test datasets in this step. Thus,

we had 96 or 100 samples for each emotion category in the
training and test sets, respectively.
Lastly, we adopted the same RF classifier model as that

used in FC-based decoding. The parameter settings of the
classifier model were the same as those of the FC-based
decoding model.
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Figure 6 Flowchart of the FC decoding procedure. A, (left) Schematic of the repetition detection task. Faces images showing each of the six basic emotions
(i.e., anger, disgust, fear, happiness, sadness, and surprise) or a neutral expression were presented sequentially in each block. Participants maintained fixation
while performing the one-back task on face identity. (middle) Functional volumes were extracted for each emotion category. (right) A total of 112 brain nodes
were defined in accordance with the Harvard-Oxford atlas. B, Time series of 112 nodes for each emotion was extracted. C, FC matrices were constructed by
calculating the correlation coefficients across 112 nodes. The lower left triangles of the FC matrices for all emotions were pooled together to construct the FC
representation spaces. D, A cross-validation procedure (left) was used to decode FC patterns with the RF model (middle) and identify the emotion-
discrimination brain nodes (right) in accordance with the ranks of the contributing nodes from the classifier.
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